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Introduction

Cosegmentation refers to such class of problems which deals with the
segmentation of the common objects from a given set of images
without any priori knowledge about the foreground.
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Outputs Fig. 1. Cosegmentation on Top-10
Retrieved outputs for query images.
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Problems ?

* Huge variations in objects in terms of scale, rotation, illumination

and affine changes.

* Lack of sufficient information about the foreground objects makes it
highly complex to deal with it R T

Fig. 2. Variational changes in
appearance of the common object v
(bear): (a) Multiple instances of bear ’
(b) Scale change (c) High occlusion
(d) Synthetic changes (e) Intra-class
variation (f) Cluttered background.

* Hence exploit commonness prior.
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KEY CONTRIBUTIONS

»Cosegmentation is posed as a clustering problem to align the similar
objects using Siamese network and segmenting them. We also train
the Siamese network on non-target classes with no to little fine-
tuning and test the generalization capability to target classes.

»Generation of visual summary of similar images based on relative
relevance.
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Dataset

We performed various experiments on available cosegmentation
datasets. We used MSRC, ICoseg, Pascal, Coseg-Rep and animals
datasets in our experiments.

Plis Cheetah

o Elephant

s Helicopter

Hisiisa Panda

Bird Pyramid
MSRC dataset consists of 14 categories. Each category consists ICoseg dataset consists of 38 categories. Each categories
of 30 images, 213x320. It consists of categories like cow, car, consists of about 20 to 30 images, 300x500. It consists of

chair, plane etc. categories like landmarks, sports, animals etc.
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Methodology

TESTING
PHASE:

QUERY IMAGE
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Fig. 3 Overall Architecture
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» Generating n-dimensional feature
vector for each object proposal, from
trained model.

» The feature vectors will be given to
annoy(approximate nearest
neighbors) library, which assigns an
index to

each vector.

« Generating object proposals for
test images and retrieving

the similar object proposals from
trained Siamese network.

« Segmenting out the objects from
retrieved similar object

proposals.
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Siamese Network

* The input to the Siamese network are two input patches (object proposals) along with a similarity label. Similarity label '1'
indicates that patches are similar while '0' indicates dissimilar patches.

« Two CNNs generate a N-Dimensional feature vector in forward pass. The N-Dimensional vectors are fed to the contrastive
loss layer which helps in adjusting the weights such that positive samples are closer and negative samples are far from each
other. Contrastive loss function penalizes the positive samples that are far away and negative samples that are closer.

» After training the Siamese Network, we deployed the trained model on test images. First we extracted the object proposals
for the test images. A N-Dimensional feature vector is generated for each of the proposals. (N=256 in our experiments)

* The features extracted from the test image proposals are given to ANNQY library. ANNQY assigns indices to each of the
features. To retrieve nearest neighbor for any of the feature, it measures the Euclidean distance to all other features and
indices of neighbors are assigned in the increasing order of their Euclidean distance.

PATCHES SIAMESE NETWORK
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Segmentation

Segmentation is performed on the retrieved similar object proposals. We used Fully convolutional
Networks for semantic segmentation.

It utilizes a skip architecture which combines the semantic information from deep (coarse information)
and shallow (fine appearance information) layers.

Visual Summary based on relative importance

A visual summary is created from the segmented proposals. While retrieving the similar object proposals using
ANNOY library, we preserved the Euclidean distances corresponding to each of the proposals.

A basic collage is formed with 10 slots constituting the most similar proposal (least Euclidean distance) getting a
larger block.

The remaining segmented objects are placed in the other slots and a background is added to the image.
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Experimental Results

* The first baseline involves training the Siamese network with
pretrained ILSVRC Imagenet models. The weights are fine-tuned for
target classes as in the datasets and then segmentation is performed
on the clustered test set data.

* In the second baseline, we train the network on non-target classes
and test the generalization ability on target classes.
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Fig. 4 Performance analysis of various object proposal
generation methods with proposed architecture.
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Experimental Results

Visualization of output of different layers for given input proposal.

a) Input Image Proposal

e) Conv2 Output
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b) First Layer Filters
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f) Pool2 Output

c¢) Conv1 Output (36 channels)

EENEEENEE AN
T HE
I 5 2 S
EECENONENEEENER
g) Conv5 Output
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Object Proposals

Fig. 6 Top 10 Retrieved Results

—
o

\/'Conco rdia

Cosegmentation
Outputs

Top-10
Retrieved
Outputs
Object
Proposal Cosegmentation
Outputs
b @ 7 Top-10
e ‘ A Retrieved
. | ‘ Outputs
i \ .‘-\.\ B
% il - -
Object R
Proposal

Fig. 7 Cosegmentation on Top-10
Retrieved outputs for query images.
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Experimental Results

Table 1. Comparision of Average precision and Jaccard Similarity with Table 2. Comparision of Average precision and Jaccard Similarity with
state-of-the-art methods. (*-" indicates that the metric has not provided) on state-of-the-art methods. (*-" indicates that the metric has not provided) on
iCoseg datasct MSRC dataset
Method P J Method P J
Rubinstein [29] (.88 0.674 Rubinstein [29] 0.92 0.68
Joulin [25] 0.66 - Joulin [25] 0.70 -
Kim [26] 0.63 - Jian Sun [28] 0.77 | 0.54
Keuttel [30] 0.91 = Faktor [32] 089 | 073
_ Quan |]27[|_ . (.93 .76 Kim IIZE]: 0.58 =
baml[;ai?t wegg"ﬂil I . :}‘-g{'} Yong Li [3] - 0.58
Colred 32 = - Trained on 70% and tested with 30%
Trained on 80% and tested with 20% :
Vethod P 5 Method P 7
Ours-Edgeboxes 076 | 06l Ours-Edgeboxes 0.77 | 0.62
Ours-0bj 078 | 062 Ours-Obj 0380 T 0.63
Ours-ss 0.79 0.64 Ours-SS 0.81 0.63
Ours-SalProp 0.79 0.64 Ours-SalProp 0.81 0.64
Ours-MCG 0.81 0.654 Ours-MCG 0.83 0.65
Trained on 80% and tested with 100% Trained on 70% and tested with 100%
Method P J Method P J
Ours-Edgeboxes (.76 (.62 Ours-Edgeboxes 0.765 0.64
Ours-Obj 0.81 | 0.64 Ours-Obj 081 | 0.65
: Ours-55 0.83 0.65 Ours-SS 0.82 0.65
Fig. 8 Example of Collage results for Ours SalProp 0 e e
. Ours-MCG 0.84 0.66 Ours-MCG 0.84 0.67
Chair class (MSRC). —_— — . ,
Amed on tasC AT ECOSeR-TED AN teste Trained on Pascal+animals+coseg-rep and tested
on iCoseg on iCoseg
Meihod P J Viethod v i
Ours-MCG 0.73 0.59 Ours-MCG 0.76 0.60
Ours-MCG-Aggressive mining | (.76 0.61 Ours-MCG-Aggressive mining | 0.79 0.61
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Conclusion

* We addressed object cosegmentation and posed it as a clustering
problem using deep Siamese network to align the similar images
which are segmented using semantic segmentation.

* We compared the performance of various object proposal generation
schemes on Siamese architecture.

* We performed extensive evaluation on iCoseg and MSRC dataset and
demonstrated that the deep features can encode the commonness
prior and thus provide a more discriminative representation for the
features.
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