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ABSTRACT 

 
In this paper we present a novel approach for refining seg-
mentation using saliency map. To achieve this, we first de-
velop a new saliency detection method based on cues at 
various levels. Initially preprocessing step is done using 
non-linear anisotropic diffusion filtering in order to preserve 
the edge information in the foreground salient objects and 
smoothen the background. Then we apply grab cut segmen-
tation using saliency map as the input to get improved seg-
mentation. Repeated application of the scheme is used for 
multi-object segmentation. The experimental results for the 
saliency technique show high precision and recall rates 
against the state-of-the-art methods. 
 

Index Terms— Saliency, segmentation, anisotropic 
non-linear diffusion, PQFT 
 

1. INTRODUCTION 
 
Although a lot of efficient segmentation approaches have 
been developed, it still remains as a challenging and funda-
mental problem in image analysis domain. This motivates 
our study on finding features which aid in obtaining neat 
segmentation. In order to achieve this, we exploit the salient 
features of the image to find the focus of attention. Based on 
the properties of the image, segmentation can be done based 
on the discontinuities or the similarities in the image [1, 2]. 
Region based segmentation [3, 4] involves the segregation 
of distinct regions based on some threshold. Clustering [5] 
helps in partitioning based on some similarity feature into 
some cluster of pixels. Structural approaches [6] use region 
information for segmentation.  Most segmentation schemes 
are not accurate especially if performed autonomously with-
out human input. To circumvent the issues in order to obtain 
good segmentation salient features can be potential candi-
date.  

In the last few decades, attentional selection [7] has 
gained a lot of attention. These mechanisms involve cogni-
tive processes for parsing and organizing the visual stimuli. 
Attentional selection can be essentially viewed as saliency 
detection which is based on certain properties or cues of the 
sensory information. These visual attention mechanisms can 
be driven by top down (memory-driven) or bottom up 
(memory-free) influences. Usually it is difficult for humans 

to identify multiple salient objects simultaneously so often a 
combination of both approaches is used depending on the 
application. The selection of the salient object is also very 
subjective. So it is very tricky and cumbersome for any ma-
chine to learn and implement the saliency technique effec-
tively. Animals also use the visual perception to track their 
prey, detect their predators or mates in a cluttered visual 
environment. Thus saliency plays a very important role in 
humans as well as animals in analyzing stimuli they see 
(analyzing implies segmentation e.g. segmenting prey as 
object and rest of the scene as background).  

There are various algorithms which explore various fea-
tures to define the saliency measure. Each of the methods 
has its own pros and cons and a major shortcoming of these 
is high computational complexity. There are two kinds of 
models which primarily mimic the saliency mechanism: a) 
spatial contrast analysis [8, 9, 10] and b) frequency analysis 
[11, 12, 13]. Most of the saliency techniques are based on 
bottom up approaches because of less computational com-
plexity. It is difficult to implement and model the top down 
mechanisms as they employ different states of the observer 
like one’s memories and experiences. The basic aim in any 
attentional model is to be able to capture the viewpoint of 
any observer without bias towards the scene context. In this 
work we propose novel saliency detection approach using 
cues at various levels viz. local, global and rarity for refin-
ing segmentation results. We combine the information con-
tained in Saliency Maps to improve segmentation results.  
Preprocessing step involves the use of non-linear anisotropic 
diffusion filtering to preserve the edge and smoothen the 
irrelevant details thus acting as a good precursor for seg-
mentation. Our proposed approach employs both spatial and 
frequency information and is able to capture maximum de-
tails. We target multi-object segmentation using the iterative 
approach for segmentation.  

In Section 2 we describe the proposed approach, Sec-
tion 3 elaborates the results and discussions and Section 4 
gives the conclusion. 

 
2. PROPOSED APPROACH 

In this section we present the proposed segmentation 
scheme. The novelty of the scheme lies in (a) an enhanced 
saliency map scheme and (b) use of saliency as an input to 
improve segmentation performance. The improvement in 
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saliency map is made possible by fusion of various saliency 
cues at different levels. Further, to increase the discrimina-
bility of the proposed saliency map, we apply a non-linear 
scale space preprocessor unit to the image. Finally the sa-
liency map is used as initialization for segmentation. This 
technique is applied successively to perform multi-object 
segmentation. We now describe the proposed saliency map 
generation technique. 

2.1 Saliency Map Generation 

2.1.1 Preprocessing 

Initially we use non-linear anisotropic diffusion filtering to 
enhance the edge and line details in the foreground and sup-
press the non relevant details in the background [14]. An 
example of a filtered image is shown in Fig. 3(b). 

2.1.2 Local Features Map 
First we calculate the local features from the image. The 
local features are color, intensity, orientation, motion and 
depth. The color and intensity channels are calculated using 
centre surround scheme [8]. It helps in identifying the loca-
tions which locally stand out in the image. The difference 
between the fine centre and coarser surrounding scales is 
computed. The centre is calculated at scale ܿ߳ሼ2,3,4ሽ and 
surrounding, ݏ ൌ ܿ ൅  ሼ3,4ሽ. The scale difference߳ߜ where ߜ
between the two maps is computed. The intensity channel is 
computed as, 

,ܿ)ܫ                      (ݏ ൌ (ܿ)ܫ െ  (1)                                 (ݏ)ܫ
The color channels are computed as,                        ܴ ൌ ݎ െ (௚ା௕)ଶ , ܩ ൌ ݃ െ (௥ା௕)ଶ , ܤ ൌ ܾ െ (௥ା௚)ଶ           (2)     ܻ ൌ (௥ା௚)ଶ െ |௥ି௚|ଶ െ ܾ                                   (3)  

 
a)         b)       c) 

Fig. 1. a) Original image b) Normalized orientation map 
(using Gabor filter) c) Normalized orientation map (using 
HOG) 

The RG and BY color channels are computed by taking 
the difference between center and surrounding at different 
scales. 6 intensity maps and 12 color maps are normalized 
into one color and one intensity map. 
The normalized orientation map is obtained by Histogram of 
Oriented Gradients (HOG) [15]. HOG gives the object’s 
appearance and shape based on the intensity gradients and 
edge directions. HOG provided better results than Gabor 
due to better edge locations as shown in Fig. 1. The optical 
flow is calculated using Proesman’s method [16] which is a 
gradient based method as given in Fig. 2. The depth map is 

calculated using monocular cues like blur and defocus [17]. 
We compute the defocus map which gives a good notion of 
depth. Higher intensity regions correspond to higher amount 
of depth. The defocus blur amount is estimated at the edge 
locations by re-blurring the image and then taking the ratio 
of input to the blurred image. This blur amount obtained is 
used to get the defocus map. The local feature maps are 
shown in Fig. 3.  

 
              a)                              b)                            c)         
Fig. 2. a) Frame 1 b) Frame 2 (with motion in horizontal 
direction) c) Motion map 

 
a)        b)       c)      d)          e)    f)           g) 

Fig. 3. a) Original image b) Non-linear anisotropic diffusion 
filtered image c) Normalized color map d) Normalized in-
tensity map e) Normalized orientation map f) Depth map g) 
Local features map 

2.1.3 Global Features Map 

The original image is divided into a set of regions using 
mean shift segmentation. The global features like global 
contrast and spatial sparsity [18] are then computed using 
these primitive regions. We assume that salient objects have 
more contrasting features with respect to the background. 
The background colors are denser as compared to the salient 
colors as the salient object is located in a small region. The 
histogram is calculated using the quantized colors of the 
pixels in the region followed by normalization. The region 
similarity between each pair of regions is calculated as, ܵ݅݉൫ܴ௜, ௝ܴ൯ ൌ ,௜ܴ)݉݅ܵ_ݎ݋݈݋ܥ ௝ܴ). ,൫ܴ௜݉݅ܵ_݈ܽ݅ݐܽ݌ܵ ௝ܴ൯ 
The color similarity was calculated using chi square distance 
measure between the histograms of the regions. Color simi-
larity indicates the similarity of two regions with respect to 
their color histograms and spatial similarity gives the meas-
ure for the spatial distance between the regions given as, 

,൫ܴ௜݉݅ܵ_݈ܽ݅ݐܽ݌ܵ     ௝ܴ൯ ൌ 1 െ ௘௨௖௟_ௗ௜௦௧௔௡௖௘൫ట೔,టೕ൯ௗ             (4) 

Here d is the diagonal length of the image and ߰ is the 
spatial center of the region which is calculated using the 
spatial coordinates of the pixels in the region. Similarity 
between the regions is high when the regions are similar in 
color and the spatial distance between them is less. Global 
contrast for each region is computed in the following man-
ner, ∑ ห ௝ܴห. ,௜ܴ)݉݅ܵ_݈ܽ݅ݐܽ݌ܵ ௝ܴ)௡௝ୀଵ . ,൫݉௜݁ܿ݊ܽݐݏ݅݀_݈ܿݑ݁ ௝݉൯ 
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where ݉௜, ௝݉are mean color of region Ri and Rj respectively. 
Spatial sparsity of the region can be computed as,  

=(௜ܴ)ݕݐ݅ݏݎܽ݌ݏ_݈ܽ݅ݐܽ݌ܵ   
∑ ௌ௜௠൫ோ೔,ோೕ൯.௘௨௖௟_ௗ௜௦௧ቀψೕ,௖బቁ೙ೕసభ ∑ ௌ௜௠(ோ೔,ோೕ)೙ೕసభ        (5) ߰௝ is the spatial center of region ௝ܴ and ܿ଴ is the center posi-

tion of the image. The global features are shown in Fig. 4. 

 
a)           b)             c)  d)  e)   f) 

Fig. 4. a) Mean shift segmented image b) Global Contrast 
map c) Spatial Sparsity map d) Global features map e) 
PQFT rarity map f) Combined saliency map 

 2.1.4 Rarity Features Map 

The rarity measure defines the peculiarity in any image. The 
Phase spectrum of Fourier Transform (PFT) of an image 
indicates the location of the sinusoidal components in the 
image and is a pivotal factor in determining saliency [19]. 
Quaternion representation of the image (intensity, color, 
motion features) gives multiresolution spatio-temporal re-
presentation (Phase Spectrum of Quaternion Fourier Trans-
form PQFT). Phase spectrum gives local information about 
the image. Regions with less periodicity and homogeneity 
are the salient objects. It is also the fastest way of computa-
tion in Fourier domain. Quaternion image is represented as: 
(ݐ)ܳ        ൌ (ݐ)ܯ ൅ ଵߙ(ݐ)ܩܴ ൅ ଶߙ(ݐ)ܻܤ ൅  ଷ        (6)ߙ(ݐ)ܫ

where ݐ indicates the frame number. PQFT is the phase 
spectrum of the quaternion Fourier Transform. QFT is given 
as: 
(ݐ)ܳ                                  ൌ ԡܳ(ݐ)ԡ݁ఈఝ(௧)                      (7) 
The properties of a quaternion image give better perfor-
mance to PQFT over PFT. In the results as shown in Fig. 5 
Pulse Cosine Transform (PCT) and PQFT are able to detect 
the red object and tree branches. PQFT gives more sharp 
results as compared to PCT. PFT missed the red object. 
Here, PQFT is chosen as the rarity feature. 
 

 
a)                     b)                      c)                   d) 

Fig. 5. a) Original image b) PQFT c) PFT d) PCT 

 
a)      b)          c)           d)          e)           f)           g) 

Fig. 6. a) Original image (ASD) b) Saliency map c) Bina-
rised saliency map d) Initial segmented image e) Original 
image (SOD) f) Ground Truth g) Saliency map 

2.2 Saliency Map based Segmentation 
 
The proposed segmentation technique aims to exploit the 
information generated by the saliency map to perform an 
improved multi-object segmentation. It achieves this by 
applying the proposed (two-object segmentation algo.) suc-
cessively to the intermediate segmented regions till all the 
objects are segmented.  

The proposed scheme exploits the edge preservation 
property of non-linear scale space filtering. This technique 
is applied as a pre-processor to blur the object (remove in-
tra-object detail) while retaining the boundary. This results 
in a saliency map that discriminates the foreground (or ob-
jects) and background better than if the preprocessor is not 
used. 

We now describe the segmentation scheme. The 
scheme consists of the following steps: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The final saliency map of the pre-processed image is 
obtained as follows: After the computation of the 3 maps 

they are assigned weights ݓ௜ ൌ ௩௔௥೔∑ ௩௔௥೔೙೔సభ where i=1…n, n 

is number of maps and var indicates variance. The maps 
are namely local features map, global features map and rari-
ty features map. They are linearly combined to give the sa-
liency map as in Fig. 6. The block diagram of the proposed 
segmentation scheme is shown in Fig 9(a). 
 

3. RESULTS AND DISCUSSIONS 

ASD-1000 and SOD-300 database is used for experimenta-
tion. ASD dataset contains 1000 images from MSRA (Mi-
crosoft Research Asia) dataset. SOD dataset contains 300 
images from BSD (Berkeley segmentation dataset).  

 

 
a)                     b)                    c)                    d) 

1. Preprocess image using non linear anisotropic scale 
space filtering. 
2. Compute the saliency map of the preprocessed image 
using the modified saliency map. 
3. Obtain global variance of the saliency map. 
4. If var>Threshold Goto step 5 else Stop no further 
segmentation of the region is possible. 
5. Binarize the saliency map and use the two regions as 
initial input for grab-cut segmentation. 
6. Apply bounding box to the two regions and generate 
two images, each containing the pixels lying within the 
bounding box.  
7. Repeat for the two images generated in Step 6. 
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        e)                       f)                     g)                    h) 

 
i)                    j)                     k)                     l) 

Fig. 7. a) Original image b) Binarised ground truth c) 
Ground truth label d) Maximum Symmetric Surround e) 
GBVS f) Itti-Koch g) Seg [20] h) Frequency Tuned [21] i) 
Hou j) Context Aware [22] k) SUN [23] l) Our Approach 

 3.1 Saliency Map Evaluation 

The saliency map computed by various state of the art me-
thods is given in Fig. 7.  Comparative analysis of the per-
formance measures is given in Fig. 8. Performance measures 
are given as: 
݊݋݅ݏ݅ܿ݁ݎܲ                               ൌ | ௚ܵ ת ܵ௕|/|ܵ௕|                (9) 
                               ܴ݈݈݁ܿܽ ൌ |ܵ௚ ת ܵ௕|/| ௚ܵ|                    (10) 

ܨ                     െ ݁ݎݑݏܽ݁݉ ൌ (ଵାఈ).௣௥௘௖௜௦௜௢௡.௥௘௖௔௟௟ఈ.௣௥௘௖௜௦௜௢௡ା௥௘௖௔௟௟             (11) 

Value of  ߙ is taken as 0.5. ௚ܵ is the ground truth and ܵ௕ is 
the binarised saliency map. The average of the precision and 
recall rates for the entire dataset is chosen for an adaptive 
threshold according to the image. The results show signifi-
cantly high performance on the datasets using the proposed 
saliency method against the state-of-the-art methods. The 
time required for saliency map computation after initial fil-
tering was greatly reduced from 171.23 sec to 83 sec. The 
precision rate for ASD database was improved to 90% (us-
ing filtering) from 87.37% (without filtering). 

3.2 Segmentation Evaluation 

After the computation of the saliency map, it is used as an 
input for the iterative grab-cut segmentation to get the initial 
segmentation which is used to again re-compute the saliency 
map for the rest of the background (other than the proto-
object). The next saliency map is used to segment other ob-
jects subsequently. Once the segmented images are ob-
tained, we perform k-means clustering to find the regions 
for different objects. The results and comparisons are given 
in Fig. 9. We have shown the comparative analysis by dif-
ferent machine learning based state-of-the-art techniques for 
segmentation. All these segmentation techniques require 
prior knowledge about the initialization of parameters to 
perform segmentation. In GMM-HMRF (Gaussian mixture 
models based hidden Markov Random Field), EM-GMMbic 
(Expectation-Maximization Gaussian Mixture Model + 
Bayesian information criteria) and HMRF-EM, MRF we 
require knowledge about initial cluster numbers, number of 
GMM components, EM algorithm and MAP (Maximum 

Aposteriori) iterations which is difficult to predict. Active 
contour model gave poor segmentation results. In the pro-
posed approach we do not need to consider the parameter 
evaluation and it is an autonomous process. 

 
a)                                          b) 

Fig. 8. Performance measures for a) ASD-1000 [21] data-
base b) SOD-300 [24] database 

 
                                                    a) 

 
      b)             c)             d)              e)             f)             g) 
Fig. 9. Segmentation results using a) Proposed iterative 
grab-cut segmentation b) EM-GMMbic c) GMM-HMRF 
[25] d) HMRF-EM e) MRF f) Active contour models 
(snakes algorithm) g) Graph based segmentation [26] 

4. CONCLUSION 
To achieve better segmentation results we use non-linear 
anisotropic diffusion filtering which substantially reduces 
the time complexity for computation of saliency map and 
improves the performance rates. Secondly we target multi-
object segmentation using different levels of cues of salien-
cy. 

The proposed saliency map technique gives relatively 
high results compared to the prior state-of-the-art methods. 
The segmentation technique is better in the sense that it does 
not involve manual intervention for providing the bounding 
box and foreground-background markers; instead it uses the 
image properties from the saliency map to identify the most 
conspicuous parts of the image. 
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